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ABSTRACT
The study aims at identifying the factors influencing the seasonality effect in the stock market and further identifying the relationship between the influencing factors. The study aims at conducting a complete analysis of the influencing factors along with measuring their impact on seasonality using Social Network Analysis (SNA). The factors affecting the seasonality effect in the stock market were identified through the literature review. Experts’ opinions were sought for determining the relationship among the factors and finally, the importance of those factors was analyzed using Social Network Analysis (SNA). It was found that volatility is the most important factor affecting the other factors of seasonality and consequently seasonality effect finally. Besides, earning announcements, dividend, and January effects strongly influence the effect of seasonality in the stock market because of their higher in-degree and out-degree. To understand the mechanism of the stock market, the policymakers need to impart training to the investors through awareness campaign or by opening learning investors’ Club at different places. With this they can evaluate their standing in the stock market and the capability of bearing the risk which, in the long run, will be reflected in their investment behavior along with that the culture of equity investing will also be promoted among the investors.
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INTRODUCTION
The Seasonality effect in the stock market refers to a diverse set of findings which shows that stock returns are higher on some days of the week and some times of the month and some months of the year considering as calendar anomalies in the market. Ever since Wachtel (1942) observed seasonality in the Dow Jones, it became an important matter of discussion worldwide. He found evidence of seasonal patterns from the US stock market by taking the industrial average’s from 1927-1942. In the sequence of data, seasonality is the presence of anomalies that occurs at regular intervals less than a year in a specific manner (Guo & Wang, 2008). The periodic fluctuation in a time series provides evidence of seasonality which leads us to the presence of various factors. Anomalies are irregularities, which create a diversion from the normal or routine order (Safeer & Kevin, 2014). Frankfurter and McGoun (2001) said that the word anomaly is not a simple coincidence rather a sophisticated one and need to handle carefully. Through abundant research on seasonal anomalies on the stock market evidence showed that there are different kind of anomalies namely the weekend effect, the turn-of-the-month effect, the turn-of-the-year effect, the January effect, sell in May and go away, lunar effect, holiday effect, etc. and these are well documented (Singh, 2009). The presence of seasonality in the financial market leads to earning abnormal profit by predicting the timing of selling and buying of stocks. Due to that reason, the investors are keen to know whether seasonality is present in the stock market or not. Seasonality is also much important to consider having track of which factors are affecting economic growth. However, the presence of seasonality in stock returns contradicts the existence of the Efficient Market Hypothesis (EMH) (Fama, 1970). It is a hypothesis in financial economics which states that stock prices reflect all the available information and the future stock prices followed a random pattern, which cannot be predicted. Market efficiency has been a long time debated topic.

Rozeff and Kinney (1976) were the first to confirm Wachtel’s observation of seasonal patterns in an equal-weighted index of the New York Stock Exchange. Keim (1983) found that the US stock market reported that due to January abnormal returns there was nearly fifty percent
of the average magnitude of the ‘size effect’ over the period 1963-1979. Gultekin and Gultekin (1983) found evidence of a seasonal pattern. Each year the stock market tends to repeat certain seasonal trends and this affects individual stock and the market as a whole. These kinds of periodic anomalies occurring simultaneously throughout the year may help an investor to earn a significant amount of profit.

Past researchers have recognized a large number of factors that affect seasonality in the stock market. However, the impact of the factors influencing seasonality is still not known. The present study tries to fills the gap of earlier research on the seasonality effect that seldom analyzes the relationship between different influencing factors. The objectives of the study are threefold. The first objective of the study is to identify the important factors influencing the seasonality effect in the stock market. The second objective is to identify the relationship between the influencing factors and to find out the relevant factors which can develop the study of seasonality effect further. The third objective is to conduct a complete analysis of the influencing factors and measure their impact on seasonality effect using SNA. The study attempts to find out the answer to the following research questions:

a. What are the factors that affect seasonality in the stock market?

b. Are these factors equally important?

c. Is there any interrelationship between the factors?

d. How these factors collectively impact the seasonality effect in the stock market?

The remaining part of the paper is structured as follows: Section 2 of this paper contains the list of influencing factors based on prior literature; Section 3 describes the methodology with a brief description of the SNA; Section 4 contain the analysis and the interpretation part; Section 5 shows the discussion about the research; the conclusion and the limitation are presented in section 6.

REVIEW OF LITERATURE AND IDENTIFICATION OF FACTORS AFFECTING SEASONALITY

The presence of seasonality is accepted by Wachtel (1942) and it is well documented by many researchers like Rozeff and kinney (1976); Lakonishok and Smidt (1988); Keim (1983); Boudreaux (1995); Husain (1998); Seyyed et al. (2005); Al-Hajieh et al. (2011); Białkowski et al. (2012); Anjum (2020). There are some factors which are the reasons for the occurrence of the seasonality effect; they are presented as mentioned below:

a. Ramadan Effect (RE): Białkowski et al. (2012) define Ramadan effect as the occurrence of abnormal return enjoyed by investors due to the Psychological-religious effect which drives the moment of the stock market returns. Husain (1998); Seyyed et al. (2005); Al-Hajieh et al. (2011), and Majeed et al. (2015) found that during the Ramadan months stock return volatility declines as a result investors face less risk. Jebran and Chen (2017) further investigated and found no Ramadan effect in the Pakistan Stock Exchange.


c. Budget (B): Kushwah and Munshi (2018) found that the budget announcement has no significant difference in the return. However, Varadharajan and Vikkraman (2011) states that there is always a negative return in the market after the budget.

d. Size Effect (SE): Keim (1983) found that stock return is more pronounced for the portfolios of the small firms than the large firm. Reinganum (1983) found that previous years’
slow-performing small firms provide higher January returns. Rozeff and Kinney (1976) confirmed that the January effect is primarily a small firm fact. Whereas, Addinpujoartanto (2019) found a high return on the large firms as compared to a small firms. Heston and Sadka (2008) explain neither industry nor size determines the returns of the market.

e. January Effect (JE): Among the month of the year effect, the January effect is most studied and well documented around the world. This effect states that stock returns are higher in January as compared to another month of the year which is normally caused by significant low return in December. Wachtel (1942) reported the January effect. Rozeff and Kinney (1976); Keim (1983); Reinganum (1983); Thaler (1987); Boudreaux (1995); Das and Rao (2011); Ahsan and Sarkar (2013); Ullah et al. (2016); Avdalovic and Milenkovic (2017); Addinpujoartanto (2019); Singh and Das (2020) found that January month creates a major impact on the seasonality effect by providing higher return during January. Gultekin and Gultekin (1983) explains that people sell their losing stock at the end of the year to pay less tax.


g. Window Dressing (WD): Addinpujoartanto (2019) mentioned that investors sell their shares to make their portfolios better at the end of the year which creates a negative impact on seasonality.

h. Monthly Effect (ME): Boudreaux (1995) found evidence of monthly effect in US stock from three out of seven countries market and said that the possible reason for the monthly effect can be dividend effect, economic and political announcement in a particular month. But Anjum (2020) in the study of market anomalies prior to and after the establishment of the Pakistan Stock Exchange does not provide any evidence of a monthly effect.

i. Days of the Week Effect (DWE): Keim and Stambaugh (1984); Lakonishok and Smidt (1988); Chowdhury, Sadique and Rahman (2001); Jebran and Chen (2017); and Anjum (2020) found that Friday returns are high as compared to the other days of the week. Kuria and Rio (2013) defines that most of the bad news comes at the beginning of the week and investor to sell their investment which results in a negative return on Monday. However, Singh & Das (2020) suggested that Day of the week effect is not observed in the Banking and Information Technology sector.

j. Investors’ Sentiment (IS): Al-Hajieh et al. (2011) magnified that investor’s mood and sentiment are affected by the positive or negative environment and hence create an impact on trading activities. However, Cooper et al., (2005) did not found any such trend.

k. Market Crash (MC): Dash et al., (2011) study suggests that market crashes reduce the seasonal effect as a result there remains a negative impact in the market.

l. Financial Crisis (FC): Varadharajan and Vikraman (2011) noticed a sharp fall in the market capitalization and indices during the financial crisis hence creates a negative impact on the seasonal pattern of the market. However, Kok and Wong (2004) found no evidence of seasonal anomalies.

m. Transactional Cost (TC): Heston and Sadka (2008) report that with the increase of return the transactional cost also increases which determines seasonal variation in expected stock return and accordingly investors postponed their transaction in the market.
n. The Dividend (D): Lakonishok and Smidt (1988) in the study noticed that dividends would not lead to any changes in the monthly rate of return seasonality. Heston and Sadka (2008) informed that the trading activity is affected by dividend announcement information but profitability is not associated with it. Boudreaux (1995) explains dividend effect occurs due to the monthly effect.


p. Change in Financial Year (CFY): Kushwah and Munshi (2018) found that the change in the financial year had a direct relation with Nifty return and positive correlation but the event showed no significant differences in the return.

q. Investors’ Psychology (IP): Bailkowski et al., (2010) sense an optimistic belief during Ramadan which positively impacts investors’ psychology that drives their investment decision making. Singh (2010a) also arrived at a similar finding.

r. Liquidity (L): Eleswarapu and Reinganum (1993) provide evidence of liquidity premium only for January which positively impacts the seasonality pattern. Addinpujoartanto (2019) states that shares are traded easily when there is higher liquidity on the company’s share.

s. Earnings Announcement (EA): Earning announcement is seasonal and contains specific information about the firm. Heston and Sadka (2008) explains that winner-loser strategies are concentrated around the earnings announcement and further concludes in the study that positive return to annual winner-loser strategies are not associated with earnings and represents a distinct anomaly.

t. End of December Return (EDR): Lakonishok and Smidt (1988) mentioned that the last half of December has high returns because of two major holidays - Christmas and New Year Day.

u. Sell in May and Go Away (SIMGA): Schabek and Castro (2017) conclude that even with the control of the weather, behavioral and macroeconomic factors, the sell in May and go away strategy is to have a long position on the market from October 31 till April 30 effect persists in the market. Hayati et al., (2020) showed that there was no significant difference observed between the return of May-October, and November-April and reported about the absence of sell in May and go away effect in the Indonesia Stock Exchange.

v. Price to Earnings Ratio (PER): Latif et al., (2011) found that stocks with a high P/E ratio earn less return but stocks with a low P/E ratio earn large risk-adjusted returns.

w. Reversal Effect (REV): De Bondt and Thelar (1985, 1987) found a winner-loser effect by observing that stock price deviates from the basic value due to investor’s too pessimistic behavior about the past loser portfolio and too optimistic behavior about the past winner portfolio. But the market provides a chance after a while to correct its price and which turns the past winner return to the loser and past loser return to the winner.

x. Trading Rule and Technical Analysis (TRTA): According to Woo et al., (2020) by using some technical analysis tools and adopting some trading rules investor could make a significant amount of profit and considered this as an anomaly because investors can avail an opportunity to earn profit which further portrays that market is not efficient.

y. Tax Loss Selling (TLS): Tax-loss selling holds that people will sell down stock at the end of the year to achieve the purpose of paying fewer taxes. Gultekin and Gultekin (1983);
Addinpujoartanto (2019) mentioned in the study that the tax-loss selling hypothesis is one of the factors of the January effect further states that Investors will do sell action which results in a decrease in stock prices to realize tax loses.

The factors affecting seasonality in the stock market are described above. There are numbers of factors that create an impact on seasonality; however, the prior studies have not considered all factors together to find out the most influencing factors. It represents that prior studies have not analyzed the factors with the SNA model. There remains a Research Gap which has been motivated the conduct of the present study for the analysis of various influencing factors with the help of the SNA model. In the first changing Global economy there remains a need for a recent study about the factors influencing the seasonality in the stock market. The finding of the paper will help the shareholder to take rational decision and help them to take the advantages of seasonal patterns to make an abnormal profit. This paper fills the gap of previous research on the seasonality effect that seldom analyzes the relationship between different influencing factors. It also provides a useful reference for future research studies from the perspective of investors and the stock market with the analysis of influencing factors.

**METHODOLOGY**

The study uses SNA to analyze the relationship between the factors affecting seasonality in the stock market. SNA was first introduced by Moreno (1934). SNA is a set of methodological tools that focus on the relationships among social entities and on the patterns and implications of these relationships (Wasserman & Faust 1994). Both social structure and individual attributes can be examined simultaneously with the SNA (Kajol et al., 2020). This study focuses on the relationships of different factors of seasonality effect and seeks to identify both their causes and effects. While using the SNA, the study used different terms such as nodes, in-degree, out-degree, centrality, between’s, network cohesion, network density, etc. These terms are explained below:

- **Node:** The establishment of a social network is based on two parts, one of these is nodes. Node is a point where multiple lines meet. A node is a basic unit of a data structure. A node represents the information contained in a single data structure. In a social network, individual may be represented as nodes in graph and the relation between them are represented as edges.

- **Degree centrality:** Degree centrality refers to how connected the node is. It helps to know about the distribution of nodes and how connected they are and the probability of being either highly or less highly connected.

- **In-degree:** In-degree of a vertex means the numbers of edges are coming into the vertex. It is denoted by deg+ (v). The in-degree of a node is equal to the number of edges with that node as the target.

- **Out-degree:** Out-degree of a vertex means the number of edges that are going out from the vertex. It is denoted by deg- (v). The total number of living vertices is known as out-degree.

- **Centrality:** Centrality shows the importance or weight of an individual in a network. Centrality refers to a group of the matrix that aims to quantify the influence or effect of a particular node in a network.

- **Betweenness:** Betweenness centrality is a measure of how often a node is a bridge between the other nodes.

- **Network Cohesion:** In social network analysis, the term network cohesion refers to a measure of the connectedness and togetherness among factors within a network. The greater the
position the better is the program design. Cohesion is a measure of the functional strength of a module.

- Network Density: Network density is the proportion of ties that are connected out of all ties that could be connected. Higher density means the network is more connected.

Data collection
To screen out a reasonable list of factors influencing the seasonality effect in the financial market this study uses the Delphi technique. Delphi Technique is a structured communication technique or method which relies on a panel of experts knowing of the area requiring decision making. It is a widely used to gather data from respondents. At the same time, it allows aggregation of opinion related to real-world knowledge solicited from experts within certain topic areas. The Delphi Method is based on the assumption that group judgments are more valid than individual judgments.

This research first involved many of the previous research studies from which different responsible factors were identified. In this study, eight experts from the academic field were invited to join a Delphi panel. It was carried out for screening the seasonality effect of influencing factors. After the identification of factors, a questionnaire was prepared to explain the background and purpose of the research study. The same questionnaire was sent to eight respondents by email. After that, the responses were collected and the confirmation was done based on the majority of respondents. For a further comprehensive analysis, collected data were subsequently processed with the SNA method. The matrices were established in an Excel spreadsheet then transferred to one of the SNA software of UCINET for the analysis of social network data. It has access to read and write a multitude of a differently formatted text files as well as Excel files, and with the help of these files it can draw the diagrams of social networks by labeling and coloring the nodes with one's recommendation.

ANALYSIS AND FINDINGS
This study used the SNA model to determine the impact of critical influencing factors and their interrelations. After the identification of factors and their relationship, a network diagram can be developed. The study used the UCINET package to develop the network graph as the SNA requires the assistance of computer software (Loosemore, 1998). The strong presentation of the UCINET package shows the efficient results and provides the numbers of analytical techniques such as cohesion, the centrality of multiple measures, etc. Nodes and links are the two important terms in social networking analysis for the formation of a complete network that depicts the relationship among all the factors.

The present study consists of 25 influencing factors and each of the factors is represented as blue color rhombus shape nodes in the network diagram. The link from one influencing factor to another represents the relationship between each node. The central part of the diagram depicts the most influencing factors. Here the most influencing factors mean those factors which directly or indirectly highly influence the other factor. The main objective of the study is to find the most influencing factor among all the mentioned factors. After completing the questionnaire method and coding all the factors with a matrix, a factor network can be developed. The factor network will appear with abundant information related to the influencing factor. The influencing factors are mapped as nodes and the connection between them is mapped by arrows. When no arrow between two nodes means there is no connection between the factors. When a node has a single arrowhead towards other nodes that means the relationship is unidirectional.
arrowheads are present in both directions it means that the relationships between two nodes are bi-directional. A large number of arrows indicate the most connected factors among the other factors. Based on the data of the questionnaire survey, a factors network was established by analyzing the matrix of relationships among different factors. The network diagram of degree centrality obtained by using the UCINET package is shown in figure 1.

The formation of the network indicates that the research process is complex based on the relationship of all factors. In the network diagram, influencing factors are shown with rhombus shape nodes and these nodes are of different sizes. The size of the nodes indicates the impact of given nodes. For instance, all the small nodes such as TC, TRTA, REV, and PER are represented with small rhombus because these factors have minimum relations with other factors in the network.

![Degree Centrality of the factors influencing seasonality effect](figure1.png)

**Figure 1.** Degree Centrality of the factors influencing seasonality effect

*Source: Compiled by authors*

FC, MC, EA, and JE are represented with larger nodes because of these factors have maximum out-degree relations in the network. The links between the two nodes represent the relationship between the nodes. The central part of the diagram represents highly influencing factors. Here, the highly influencing factors mean those factors which directly or indirectly impact most of the other factors. The data matrix collected by the questionnaire method, here, is represented as the complete factor network diagram. In SNA analysis, three types of measures are used for network analysis, such as network measures, node measures, and partition measures.
These measures can be used to describe the structural arrangement of the influencing factor network in the seasonality effect. The visual representation of the data matrix consists of 219 ties and their compactness showing the value of 0.636. Network measures include density measure and cohesion measures that are usually used to describe the characteristics of an entire network. The network density of the present data set is 0.365 which means the network is not dense as compared to the density value and the average distance from one node to another is taken as 1.795 walks. To priorities the most influencing factor the study adopted the strategy to rank the factors worth more attention among them by introducing two indicators out-degree and in-degree.

Table 1 represents in-degree and out-degree of the influencing factors. A node's or a factor’s in-degree centrality refers to the number of ties it received and out-degree centrality refers to the number of ties it sends. These two indicators expressed effects of the influencing factor from different perspectives.

Table 1. Degree Centrality of the factors influencing seasonality effect

<table>
<thead>
<tr>
<th>Factors</th>
<th>out-degree</th>
<th>Factors</th>
<th>in-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>19.000</td>
<td>IS</td>
<td>23.000</td>
</tr>
<tr>
<td>FC</td>
<td>19.000</td>
<td>IP</td>
<td>23.000</td>
</tr>
<tr>
<td>EA</td>
<td>17.000</td>
<td>TV</td>
<td>18.000</td>
</tr>
<tr>
<td>JE</td>
<td>14.000</td>
<td>V</td>
<td>17.000</td>
</tr>
<tr>
<td>D</td>
<td>14.000</td>
<td>ME</td>
<td>14.000</td>
</tr>
<tr>
<td>V</td>
<td>14.000</td>
<td>DWE</td>
<td>13.000</td>
</tr>
<tr>
<td>WD</td>
<td>12.000</td>
<td>JE</td>
<td>10.000</td>
</tr>
<tr>
<td>B</td>
<td>9.000</td>
<td>EDR</td>
<td>10.000</td>
</tr>
<tr>
<td>DWE</td>
<td>9.000</td>
<td>WD</td>
<td>9.000</td>
</tr>
<tr>
<td>EDR</td>
<td>9.000</td>
<td>L</td>
<td>9.000</td>
</tr>
<tr>
<td>SIMGA</td>
<td>9.000</td>
<td>RE</td>
<td>8.000</td>
</tr>
<tr>
<td>TLS</td>
<td>8.000</td>
<td>DE</td>
<td>8.000</td>
</tr>
<tr>
<td>ME</td>
<td>8.000</td>
<td>SE</td>
<td>8.000</td>
</tr>
<tr>
<td>RE</td>
<td>7.000</td>
<td>EA</td>
<td>8.000</td>
</tr>
<tr>
<td>DE</td>
<td>7.000</td>
<td>D</td>
<td>8.000</td>
</tr>
<tr>
<td>TV</td>
<td>6.000</td>
<td>SIMGA</td>
<td>7.000</td>
</tr>
<tr>
<td>L</td>
<td>6.000</td>
<td>CFY</td>
<td>5.000</td>
</tr>
<tr>
<td>PER</td>
<td>5.000</td>
<td>PER</td>
<td>5.000</td>
</tr>
<tr>
<td>SE</td>
<td>5.000</td>
<td>TC</td>
<td>4.000</td>
</tr>
</tbody>
</table>
To categorize the extent of the relationship of the factors, the out-degree, and in-degree centrality measures were divided into three parts (Kajol et al., 2020). The highest value of out-degree was 19 and the lowest value was 3. The difference between highest and lowest, i.e., 16 were divided by 3 as our objective was to find out three levels of out-degree which comes out to be 5.33. So, the first-class interval of the out-degree value was between 3 (smallest value) to 8.33 (3+5.33). Similarly, adding 5.33 with subsequent value, the next higher range was obtained. Thus, the following interpretation table was framed as given in table 2.

Table 2. Interpretation of out-degree values

<table>
<thead>
<tr>
<th>Range of out-degree values</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3–8.33</td>
<td>Least influential factors</td>
</tr>
<tr>
<td>8.33 – 13.66</td>
<td>Moderately influential factors</td>
</tr>
<tr>
<td>13.66 – 19</td>
<td>Highly influenced factors</td>
</tr>
</tbody>
</table>

Based on table 2, it can be interpreted that MC, FC, EA, JE, D, and V are highly influential in influencing other factors of seasonality effect. WD, B, DWE, EDR, and SIMGA are moderately influencing the other factors of seasonality effect. The rest of the factors have a low impact on influencing other factors of the seasonality effect.

Similarly, the in-degree centrality measures were also categorized into three categories. The highest value of the in-degree centrality measure was 23 and the lowest value was 0. The difference between highest and lowest was divided by three to ascertain their impact at three levels which comes out to be 7.67. So, the first-class interval of in-degree value was between 0 (smallest value) to 7.67 (0+7.67). Similarly, adding 7.67 with subsequent value, the next higher range was obtained. Thus, the following interpretation table was framed as given in table 3.

Table 3. Interpretation of in-degree values

<table>
<thead>
<tr>
<th>Range of in-degree values</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 7.67</td>
<td>Least influenced factors</td>
</tr>
<tr>
<td>7.67 – 15.34</td>
<td>Moderately influenced factors</td>
</tr>
<tr>
<td>15.34 – 23</td>
<td>Highly influenced factors</td>
</tr>
</tbody>
</table>

Source: Compiled by the authors
Based on Table 3, it can be deduced that IS, IP, TV, and V are highly influenced by other factors contributing to seasonality effect. ME, DWE, JE, EDR, WD, L, RE, DE, SE, EA, and D are moderately influenced by the other factors of seasonality effect. The rest of the factors are least influenced by the other factors.

Figure 2 shows the betweenness centrality of factors influencing the seasonality effect. Betweenness centrality measures the number of shortest paths passing through a node (Umadevi, 2013). The indicators of betweenness centrality express the degree to which a factor or an interrelation can control the impacts passing through. It is used to rank the factors based on the degree of control as an intermediary factor. Figure 2 shows that all the nodes positioned in the central location in the network diagram are most critical in controlling the other nodes. The extent of betweenness centrality of the nodes is represented through the size of the nodes. A node with a large rhombus has more control in connecting key nodes to other nodes in the network.

Table 4. Betweenness Centrality of factors influencing seasonality effect

<table>
<thead>
<tr>
<th>Factors</th>
<th>Betweenness Centrality</th>
<th>Factors</th>
<th>Betweenness Centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>149.357</td>
<td>DE</td>
<td>11.459</td>
</tr>
<tr>
<td>TV</td>
<td>41.883</td>
<td>ME</td>
<td>9.280</td>
</tr>
</tbody>
</table>
Table 4 shows the betweenness centrality of factors. The factors have been ranked according to the betweenness centrality value. Table 4 shows that Volatility has the highest betweenness centrality in the network which means it can control the impact of the maximum number of influencing factors. Same could be explained through Figure 2. The study has tried to categorize the factors into three levels of influence based on the betweenness centrality measure. The highest betweenness centrality measure was 149.357 and the lowest was 0. The difference between the highest and lowest value of betweenness centrality was divided by three to determine the three levels of betweenness centrality which came out to be 49.79. So, the first-class interval of betweenness centrality was ranged from 0 (smallest value) to 49.79 (0+49.79). Similarly, 49.79 were added with subsequent value, to obtain the next higher range. Thus, the following interpretation table was framed as given in table 5.

**Table 5. Interpretation of betweenness centrality values**

<table>
<thead>
<tr>
<th>Range of betweenness centrality values</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 49.79</td>
<td>Least influential factors</td>
</tr>
<tr>
<td>49.79 – 99.58</td>
<td>Moderately influential factors</td>
</tr>
<tr>
<td>99.58 – 149.357</td>
<td>Highly influential factors</td>
</tr>
</tbody>
</table>

Based on table 5, it can be interpreted that V is the only highly influential factor and they can control the impact of the maximum number of influencing factors. It is interesting to observe here that no factor lies in the range of moderately influential factors. Therefore, the remaining twenty-four factors are categorized as the least influential factors that can control the impact of the minimum number of influential factors.

**DISCUSSION**

The framework set by the “seasonality effect” has profoundly created a business-ethical ambiance sum up with the stock market. “Seasonality Effect” which creates predictability in stock return has been identified as an important bias from which the investment decision is affected. This study connects some critical factors influencing the seasonality effect.
Volatility was found to be an important influencing factor in the social network as it has the highest betweenness centrality (149.357) and high in-degree (17) & out-degree (14) and therefore, portraits as a prime bridge among all the factors. It means that it can influence the other factor as well can be influenced by other factors at the same time. In figure 2 of betweenness centrality, it is clearly seen that the volatility node is concentrating at the center of the diagram. Heston and Sadka (2008) exhibit seasonality with intra-month volatility. Whenever new information enters the market stock prices fluctuate which leads to an increase in volatility in the market which further maximizes risk. The other factors influence the volatility more and the normal pattern or functioning of seasonal pattern gets disrupted.

Apart from volatility, factors such as earnings announcement, January effect, and dividends can also be considered as highly influential since they show either high out-degree centrality or high in-degree centrality. Nevertheless, it is important to note here that the betweenness centrality of the remaining 24 factors falls under the category of low influential factors. Therefore, the major categorization of the influential factors is dependent on the degree of centralities.

Earning announcement and dividend act as a strong factor in the analysis and falls under high out-degree centrality. The out-degree of earning announcements and dividends were 17 and 14 respectively. Kim (2006) suggested that the risk factor is related to earnings information and the uncertainty is caused by earnings volatility. As the January effect is one of the most popular anomaly and well documented in the prior research, the present study also shows its out-degree to be 14 and in-degree to be 10. It means that the January effect can influence the other factor as well can be influenced by other factors at the same time. January month creates a major impact on the seasonality effect by providing higher returns during January. Gultekin and Gultekin (1983) explains that people in the USA sell their losing stock at the end of the year to pay less tax.

Analysis reveals the factor such as investors’ sentiment, investors’ psychology, trading volume; days of the week effect, window dressing, end-of-December return, market crash, and financial crisis moderately influence the seasonality effect in the stock market. The in-degree of investor’s psychology is more than its out-degree which means that investor’s psychology tends to be influenced by many influential factors in the network. As expected, the analysis indicates that investors’ psychology has achieved the highest in-degree of 23 but at the same time low out-degree of 5. The finding of Bailkowski et al., (2010) states that investors decision about the investment is very much impacted by their own belief and perception such as a high level of risk perception about equity investment leads to low investment by the investors (Singh & Bhowal, 2009a; Singh & Bhattacharjee, 2019). Al-Hajeh et al. (2011) state that positive and negative environments can change investors’ sentiment and can become the driver of seasonality. Table 1 show that investors’ sentiment also has the same high in-degree of 23 and lower out-degree i.e., 4, and performs as a moderate influential factor towards the seasonality. The relationship between seasonality effect, investors’ psychology & investors’ sentiment was found to be moderately significant in the study.

This paper tries to establish the relationship between market crashes and other factors so their influence on seasonality can be identified. The out-degree of a market crash is more than its in-degree which means that the market crash is a moderate influential factor in the network. Market crashes were considered as a moderate influencing factor in the social network as it showed the out-degree of 19 and in-degree of 2. Accordingly, these factors can influence all other factors and can create an impact on the seasonality effect. Prior research such as Dash et al.
found that market crash reduces seasonality. Similarly, Varadhrajan and Vikkraman (2011) found that during the general financial crisis a sharp fall was witnessed in the market capitalization as well as on the indices. The highest out-degree of 19 for financial crisis shows that it has a high influencing capacity but due to its low in-degree it moderately influences the other factors. As a result the poor stability of the market subsequently damages investors’ portfolio and disturb the seasonal pattern.

Kang (2010) observed that a seasonal trading volume can affect a stock price; leading to a seasonal return pattern. From table 1, it can be seen that the in-degree of trading volume is 18 which is comparatively high to other remaining factors but the out-degree falls under the least influential factor. The information implies that trading volume is moderate towards the seasonality effect. The SNA analysis of window dressing factor showed an out-degree of 12 and in-degree of 9, which is moderate towards seasonality. Days-of-week effect and end-of-December return were also regarded as a factor of moderate based on degree centralities.

The findings depicted that Ramadan effect, monthly effect, size effect, Diwali effect, sell-in-may and go away, liquidity, price-to-earning ratio, change in the financial year, transactional cost, tax-loss selling, reversal effect, budget & trading rule and, technical analysis as low influential factors based on their degree as well as betweenness centralities. Husain (1998); Seyyed et al. (2005); Al-Hajieh et al. (2011) founds that during the Ramadan months stock return volatility declines as a result investors face less risk. Table 1 shows low out-degree and in-degree of Ramadan effect, as a result, the node of Ramadan effect in figure 1 is also small. Low degree centrality implies that the Ramadan effect’s influence power is low toward seasonality. Boudreaux (1995) found that three out of seven countries’ markets gave evidence of monthly effect in US stock. The monthly effect shows the in-degree of 14, which is moderate, and out-degree of 7, which is low and thus, it falls under the category of least influencing factor. The other factors such as size effect, Diwali effect, and liquidity fall under low degree centrality and depict the least significant in the study. Schabek and Castro (2017) reveals that with the control of the weather, behavioral and macroeconomic factors, the sell in May and go away strategy that is to have a long position on the market from October 31 till April 30 effect persists in the market. The out-degree and in-degree for sell in May and go away is consisted of 9 and 7 respectively and thus, has low influential feature towards seasonality. The budget is also one of the factors of the social network analysis provided with low degree centrality. Addinpujoartanto (2019) revealed that tax-loss selling is one of the factors of seasonality. The analysis revealed that tax-loss selling has a low influence on the seasonality effect.

The price-to-earnings ratio is consists of the same in-degree and out-degree ie., 5. Change in financial year price-to-earnings ratio is found with low degree centrality and towards the seasonality as it falls under the low influencing factors. Transactional cost and reversal effect have a similar out-degree of 3. The value implies that these factors have less influencing power. The analysis of the trading rule and technical analysis factor showed the out-degree of 3 and in-degree of 0, indicating that it cannot significantly influence other factors in the network.

**CONCLUSION AND POLICY IMPLICATION**

The present study concentrates on the factors that collectively impact the seasonality effect in the stock market and shows the most influencing factors and least influencing factors. The factors have been identified through the review of relevant literature on the seasonality effect and use of the Delphi technique in the study. The study used the SNA technique to determine the relationship between the identified factors. The study is unique as it has used the SNA technique
in the concerned area for the first time. To determine the impact of factors on the existence of seasonality; degree centrality and betweenness centrality have been used in the study.

Volatility was found to be the most important factor in the network analysis. Volatility influence most of the other factors related to seasonality. Apart from volatility, it was found that earning announcements, dividend, and the January effects also strongly influence the effect of seasonality. However, the study reveals the factors such as investors’ sentiment, investors’ psychology, trading volume; days-of-week effect, window dressing, end-of-December return, market crash, and the financial crisis have a moderate influence on investors in respect of seasonality in the stock market. While the factors such as trading rule and technical analysis, price-to-earnings ratio, tax-loss selling, change in the financial year, reversal effect, monthly effect, liquidity, Ramadan effect, size effect, Diwali effect, sell-in-may and go away, budget & transactional cost were least influencing factors.

The factors which are the most influential in the study should be provided high attention to minimize the seasonality effect. An investor should understand the functioning and their position in the market which will be possible when investors are aware of the market. Volatility was found to be the most important factor influencing the seasonality and therefore, investors should be given proper education about the market movements. So, to deal with the seasonality effect, it is essential to provide investor education (Singh & Kar, 2011; Bhattacharjee & Singh, 2017; Bordoloi et al, 2020). There should be a policy that the employer should impart investment education to its employees as a part of the employee benefits program (Singh & Bhowal, 2010). Since the dividend and earnings announcement are influencing seasonality so the major investment decision or disinvestment decision should be taken around these dates to capitalize on the benefit. A manager of a finance company or stock trading company can create a policy about their portfolio allocations efficiently considering these dates. Understanding the markets and the forces that drive the market trends can reduce the psychological and sentimental impact. Therefore, to change their psychology positively, SEBI should plan accordingly to minimize the seasonality effect, so that investors could find their desired direction. The managers of the fund houses and other institutional investors can design a campaign or create an attractive tagline to deal with investor’s sentiment which can directly capture the sentiment of the investors. Furthermore, the culture of equity investing has to be promoted among the investors and this requires the use of concepts of marketing (Singh & Bhowal, 2009b; Singh & Bhowal, 2011).

The study also found that financial crisis and market crash as another important and strong factor for seasonality. Investor tries to sell all their good stocks out of panic and includes bad stocks in their portfolios because of the financial crisis and market crash (Singh, 2010b). Thus, before investing one should evaluate the fundamental worth of the company and, based on the fundamental only one should invest. This can be done by creating small investor education associations (Singh & Bhowal, 2012). Another important point is that if an investor is going to invest in the equity they must also be aware of the fact that there is a risk associated with the investment that one has to bear. One should not go for any kind of investment for which the risk that they cannot bear. So, an effort should be made to promote an equity investment culture by training the investors on how to handle and manage high-risk scenarios (Singh, 2008; Singh, 2011; Singh & Bhattacharjee, 2019). Some investors are enjoying the abnormal profit at the same time some investors are facing abnormal losses to seasonality. To control such activities authority/policy makers should prepare a policy about how to eliminate these factors and find a solution by mitigating the same. So, SEBI should focus on making investors aware of the seasonality and experience in this field, which can be done by launching an awareness
campaigns and opening of Learning Investors’ Club at different places (Singh & Barman, 2011). An increase in the investor’s experience eventually decreases the seasonality effect and therefore, the investors should be given some experience of investing in the equity shares. Experience creates a vibrant change in the behavior of the people (Choudhury et al., 2016).

The study has presented some new findings for academicians. The categorization of the factors based on their influence has been done only in limited past research. Our approach to measuring the extent of the effect of the influential factors is new in the concerned area. No previous study was found dealing with possible differences between the influences of each of these factors. Apart from this, authors have found that trading rule and technical analysis, tax-loss selling, reversal effect, price-to-earnings ratio, change in the financial year failed to show any significant impact on the other influential factors in the analysis. Therefore, the study calls for more research to examine the impact of these factors using other possible methodologies.

There prevail some research limitations in this study. Firstly, the study has identified the most influencing factor by SNA, but the path analysis factors and the level of influence in different factors are not clear. Secondly, all the invited experts for the survey were from the field of academics and have not included any stockbroker or investors for the expert panel. Another limitation is that primary focus was given to degree centrality and betweenness centrality measures though there are other measures of social network analysis like closeness centrality and Q-measure which were not taken into consideration. These limitations can impact the validity of future research. Therefore, the limitation will be taken into consideration in future research.
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**APPENDICES**

Appendix A: Data Matrix of opinion of the experts showing the relationship among variables (1 denotes relationship; 0 denotes relationship)

|   | RE | DE | B | SE | JE | TV | WD | ME | DWE | IS | MC | FC | TC | D | V | CFY | IP | L | EA | EDR | SIMGA | PER | REV | TRTA | TLS |
|---|----|----|---|----|----|----|----|----|-----|----|----|----|----|---|----|----|----|----|-----|------|------|-----|------|-----|
| RE| 0  | 0  | 0  | 0  | 1  | 0  | 1  | 1  | 1   | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 0  | 0  | 0   | 0    | 0    | 0    | 0    | 0    |
| DE| 0  | 0  | 0  | 0  | 1  | 0  | 1  | 1  | 1   | 1  | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 0  | 0   | 0    | 0    | 0    | 0    | 0    |
| B | 0  | 0  | 0  | 1  | 0  | 1  | 1  | 1  | 1   | 0  | 0  | 0  | 1  | 1  | 1  | 1  | 0  | 0  | 0   | 0    | 0    | 0    | 0    | 0    |
| SE| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 1  | 0  | 0  | 1  | 1  | 0  | 1  | 0  | 1  | 0   | 0    | 0    | 0    | 0    | 0    |
| JE| 0  | 0  | 0  | 1  | 0  | 1  | 1  | 1  | 1   | 0  | 0  | 1  | 1  | 1  | 0  | 1  | 1  | 1  | 1   | 0    | 0    | 0    | 0    | 1    |
| TV| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1   | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0  | 0   | 1    | 0    | 0    | 0    | 0    |
| WD| 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | 1  | 0  | 0  | 1  | 1  | 0  | 1  | 1  | 1  | 1   | 0    | 0    | 0    | 0    | 0    |
| ME | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| DWE | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| IS | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| MC | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| FC | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| TC | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| D | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| V | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| CFY | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| IP | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| L | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| EA | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| EDR | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| SIMGA | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| PER | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| REV | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| TRTA | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| TLS | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
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